Teaching Plan Fall 2005(13 Weeks)

Data Mining Course (Dr. Eick)
1. Introduction to KDD and Data Mining (Han Chapter 1); Data Preprocessing (Han Chapter 3)

2. Concept Description (Han Chapter 5); 

3. Introduction to Classification I (Han sections 7.1,7.3 and Tan book; centers on decision trees and introduces basic knowledge on how to learn and evaluate classifiers)

4. Instance-based Learning(NN-classifiers and related techniques) + Leftovers

5. Similarity Assessment, Clustering I (Prototype-based Clustering)

6. Clustering II+III(Hierarchical Clustering, SOM Clustering, Grid-based Clustering, Scalable Clustering Algorithms)

7. Midterm; Introduction to Semi-Supervised and Supervised Clustering

8. Association Analysis and Association Rules (Han Chapter 6, Tan book) + Leftovers

9. Spatial Data Mining

10. Mining Complex Types of Data (Han Chapter 9); Mining Data Steams

11.  Projects; Paper review; Leftovers;

12. Other Classification Techniques: Support Vector Machines and Neural Networks

13. Data Warehousing and OLAP (Han Chapter 2); Leftovers; Wrap Up

Remarks:

· Due to the fact that I teach this course the first time; the organization is subject to change.

· There is some limited (and intended) overlap with two other graduate course I teach; namely:

· COSC 6340 (Data Management) which covers prototype-based clustering, and gives a brief introduction to association rule mining.

· COSC 6368 (Artificial Intelligence) which covers decision trees and neural networks.

· 70-80% of the teaching material orginates from the Han and Tan books

